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General characteristics of the work

Relevance of the theme.

The problem of finding the optimal matching between two point clouds has been extensively
investigated both theoretically and experimentally, due to its relevance in various applications,
such as computer vision and natural language processing. For instance, in computer vision,
matching local descriptors extracted from two images of the same scene is a well-known exam-
ple of a matching problem, while in natural language processing, the correspondence between
vector representations of the same text in different languages is another example.

Permutation estimation and related problems have been recently investigated in different
contexts such as statistical seriation, noisy sorting, regression with shufled data, isotonic re-
gression and matrices, crowd labeling, recovery of general discrete structure, and multitarget
tracking.

Feature matching is a problem that has received significant attention in the field of com-
puter vision. One of the main directions aims to accelerate matching algorithms using fast
approximate methods, as demonstrated in recent studies. Another direction is to improve the
matching quality by improving the quality of descriptors of image keypoints.

Measuring the quality of statistical procedures in hypothesis testing relies on the use of
separation rates. Recently, the practice of using separation rates has been adopted in the field
of machine learning. While traditionally used in the context of two hypotheses, this approach is
also applicable to multiple testing frameworks, including variable selection, and the matching
problem being considered in this work.

In the field of single-cell biology research, it is common to collect datasets using similar
measurement protocols or experimental conditions but from different batches. When analyz-
ing such datasets, matching similar cells across different batches is a crucial step in correcting
technical variations and batch effects. Another common practice is integrating datasets that
have overlapping biological information, such as transcriptomic and proteomic data, obtained

from different tissues, species, profiling technologies, or experimental conditions. This inte-



gration requires identifying and aligning cells in comparable states across related datasets.
Additionally, matching datasets with complementary biological information, such as spatial in-
formation of individual cells within a tissue, with non-spatial single-cell datasets can transfer
valuable information to different measurement modalities.

It is evident that in the matching problems mentioned above, not all the points in a dataset
have their corresponding matching points in another dataset. It is challenging to predict the
exact number of points that will have a match in advance. One of the primary objectives of
the current research is to investigate this scenario and develop a comprehensive theoretical

understanding of the statistical constraints associated with the matching problem.

The aim of the thesis:

1. Design estimators for matching map detection problem that have an expected error
smaller than a prescribed level o under the weakest possible conditions on the nuisance

parameter 8* and noise level o*.
2. Find the detection boundary in terms of the order of magnitude of (Rin-in, Fin-out) (4)-

3. Introduce a data-driven procedure for estimating the number of inliers for any instance

of the matching map detection problem with outliers present in both datasets.

4. Formulate the resulting optimization problem as a graph minimum-cost flow problem and

show that it can be solved computationally efficiently.

5. Show that, in the high-dimensional setting, if the signal-to-noise ratio is larger than

5(d log(4nm/a))**, then the true matching map can be recovered with probability 1— .
6. Show that, in the presence of outliers, separation rate for LSL (3) is minimax optimal.

7. Experimentally show that our data-driven procedure for detecting the feature match-
ing map with no additional information before matching achieve similar results to more

classical algorithms which were given the true number of inliers as an input.



8. lllustrate achieved results and computational feasibility of proposed algorithms on syn-

thetic and real-world data.

The methods of investigation.

In this thesis we apply methods and techniques obtained on the basis of high-dimensional
statistics, probabilistic inequalities, linear programming and related topics. Previous related

results also served as a basis of this work.

Scientific innovation.

All results are new and are published in local and international conferences and journals.

Practical and theoretical value.

The results of the work both have theoretical and practical character. The theoretical results are
devoted to finding and proving detection boundries of various estimators in different settings of
the matching map detection problem. Algorithms studied and proposed in this work have been
experimentally proven to work on real-world datasets across various domains (i. e. computer

vision, bioinformatics).

Approbation of the results.

The presented results were presented in the scientific seminar at Russian-Armenian University.
Some of obtained results were presented in local and international conferences.

Publications.

The main results of this thesis have been published in 3 scientific articles in journals and 1

article in conference. The list of the articles is given at the end of the Synopsis.



The structure and the volume of the thesis.

The thesis consists of introduction, 3 chapters of main results followed by conclusion and
discussion, a list of references and 2 appendices. The number of references is 65. The

volume of the thesis is 86 pages. The thesis contains 21 figures and 2 tables.

The main results of the thesis

Chapter 1.

First chapter introduces the problem of matching map recovery. In this chapter we formalize
the problem, discuss its variations and challenges associated with each problem setting. We
also discuss the most simple problem setting already studied in existing literature.

Put formally, this simplest setting goes as follows. We study the problem of matching two
sets of equal size n > 2, (X1,...,Xy») and (X¥,..., X}?). We assume that observed feature

vectors are randomly generated from the following model:

X =0 +0:&
i=1,....m (1)
Xt =0f +atel,
In this model it is assumed that
e 8= (A1,...,6,) and 8% = (9%,...,6%) are two sequences of vectors from R¢, corre-

sponding to the original features, which are unavailable,

e o=1(01,...,00)",0* = (o%,... %) 7 are positive real numbers corresponding to the
maghnitudes of the noise contaminating each feature,

o £, 6 and &, ... &* are two independent sequences of i.i.d. random vectors drawn
from the Gaussian distribution with zero mean and identity covariance matrix,

« there exists a bijective mapping 7* : [n] — [n] such that 6; = 9:*(1‘) for all ¢ € [n].

The ultimate goal is to detect the feature matching map 7*.
In chapter 1 we also discuss previous related results which served as a foundation for this

work.



Xi X2 Xs Xa Xs Xe X7

Figure 1 lllustration of the considered framework described in (1). We wish to match a set of 7
patches extracted from the first image to the 9 patches from the second image. The picture on

the left shows the locations of patches as well as the true matching map n* (the yellow lines).
Chapter 2.

Chapter 2 discusses in more detail the setting of matching map detection problem in presence
of outliers only in one of the sets and our results achieved in this problem setting.

Formally, in this chapter we discuss the problem of matching vectors from two sets
(Xi,... ,Xn) and (X#,... ,X m) with different sizes n and m such that m > n > 2. We

assume that vectors are randomly generated from the following model:

Xi= 0O+ Gfi,

xf 8§+ &%,

i=1,...,nandj=1,. ,m. )]

In this model all assumptions from (1) hold, the only exception being that here, instead of
a bijective mapping n* our goal is to find an injective mapping n* : [r] ~ [m], such that
iz Q*@)wieM.

Figure lillustrates the aforementioned problem setting on image matching application using
local descriptors.

The LSL optimizer, one of the main estimators studied in this chapter is defined as follows:

= argmin log ||Xi - X ~|]2, 3)
NN~ M i=i



Our aim is to develop estimators that can achieve an expected error smaller than a spec-
ified threshold «, while imposing minimal restrictions on the nuisance parameter 8* and the
noise level a*. When dealing with features that are difficult to differentiate, the problem of
matching becomes more challenging. To quantify this phenomenon, we introduce two met-
rics - the normalized separation distance Rinin = Rinin (8%, 0%, 7*) and the normalized outlier
separation distance Rinout = Rinout(8%, 0", 7). These metrics measure the ratio of the min-
imal distance-to-noise between inliers and the minimal distance-to-noise between inliers and

outliers, respectively. The specific definitions of these metrics are as follows:

197 — 631l o7 — &3

0,70+, (072 + U§2)1/2’ i@0,, (072 +a§2)1/2 )
j#i FEO,

in-out — (4)

Rinin =

where O« £ [m] \ Im(7*) is the set of indices of outliers. One main result achieved in

homoscedastic case, i. e. 0; = afr*(i)Vi € S, is formulated below.

Theorem 1 (Upper bound for LSL). Let oo € (0,1/2). If the separation distances Ri,., and

Rinout corresponding to (8% o* 1) and defined by (4) satisfy

min{‘%infina Rin—out} > \/ﬁ + 4{ (2d |Og(4nm))1/4 \Vi (3 |Og( Snm)l/z} (5)

[e) [e)
then the LSL estimator (3) detects the matching map ©* with probability at least 1 — «, that is

Por ot pr (o = 7') > 1 — . (6)
Experiments on synthetically generated and real-world data are presented to illustrate the-

oretical findings.

Chapter 3.

In this chapter, we discuss the results achieved for the variation of the matching map detection
problem, where both feature vector sets can contain outliers. Formally, we assume that for
some S* C [n] of cardinality k*, there exists an injective mapping 7" : S* — [m] such that

0; = 9:*(1‘) holds for all 2 € 5*. We call the observations (X; : ¢ € §*) and (Xfr*(i) 1€ SY)
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Figure 2: Matching as a Minimum Cost Flow (MCF) problem. The idea is to augment the graph
with two nodes, source and sink, and n + m edges. The capacities of orange edges should be
set to 1, while the cost should be set to 0. Setting the total flow sent through the graph to k,

the solution of the MCF becomes a matching of size k.

inliers, while the other vectors from the sets X and X * are considered to be outliers. The
goal here again is to recover n* based on the observations X and X* only.

In this section, we introduce a novel procedure to estimate the number of inliers for cases
where both sets contain an unknown number of outliers. Our findings indicate that in the
high-dimensional setting, the true matching map can be retrieved with a probability of 1 —
a if the signal-to-noise ratio surpasses a threshold of 5(d log(4nm/a))1/4. It is noteworthy
that this threshold remains constant and is independent of k* (the true number of inliers).
Our data-driven selection process among candidate mappings nk : k e [min(n, m)] yielded the
aforementioned outcome. Each nk minimizes the sum of the squared distances between two
sets of size k. The resulting optimization problem can be expressed as a minimum-cost flow
problem, thereby enabling efficient resolution. The illustration of the reformulation of the

problem as a minimum-cost flow problem is shown on 2. To explain our result, let us introduce



Cell type removed from Celseq \ Smartseq Cell type removed from Celseq \ Smartseq

Figure 3: The study compares an algorithm that is unaware of the number of inliers (MinCost-

Flow estimated k) with algorithms that have the correct number of inliers as input.

the following quantities:

Ki,j = Wi - Q||2/(a2+ a*2)1/2, (7)
N TR VIRORE ®
Xnmda =4 {(dlog( » ))4v (8log( ™ ))1}. (9)

Here Kan is the signal-to-noise ratio of the difference Xi - X|j of a pair of feature vectors.
Clearly, for matching pairs, this difference vanishes. Furthermore, if Ki,j vanishes or is very
small for a non-matching pair, then there is an identifiability issue and consistent recovery of
underlying true matching is impossible. Therefore, a natural condition for making consistent
recovery possible is to assume that the quantity is bounded away from zero.

In order to be able to recover S* and the matching map n*, the key ingredient we use is
the maximization of the profile likelihood. This corresponds to looking for the least sum of
squares (LSS) of errors over all possible injective mappings defined on a subset of [n] of size

k. Formally, if we define

S ¢ [n]\S|= kK
Pk:= n:S [m such that (10

n is injective

to be the set of all k-matching maps, we can define the procedure k-LSS as a solution to the

10



optimization problem
R €argmin y |1 X: — X7 I3, (1)
T<Pr ies,
where S, denotes the support of function 7.

Let ®(k) be the error of 7S, that is

— mi vt 2
b(k) = min 371X - X3 (12)

For some values of tuning parameters A > 0 and v > 0, as well as for some k.,;, € [n], initialize

k < ki, and
1. Compute ®(k) and ®(k + 1).
2. Set 57 = &(k)/(kd).

3. fk=nor®(k+1)— dk) > 257,

-

[

then output (k, &1, A5>>).

4. Otherwise, increase k < k + 1 and go to Step 1.

LSS

£ ) the output of this procedure. Notice that we start

In the sequel, we denote by (k,&;,#
with the value of k = ki, which in the absence of any information on the number of inliers
might be set to k = 1. However, using a higher value of ki, might considerably speed up the
procedure and improve its quality.

For appropriately chosen values of v and X, as stated in the next theorem, the described

procedure outputs the correct values of k" and 7" with high probability.

Theorem 2. Let o € (0,1) and Xy, n 4.« be defined by (7). If Ry > (%)An,m,d,a, then the
output (k, 7% of the model selection algorithm with parameters A = (1)A\2 | v = 3

satisfies P(75 = 7*) > 1 — o
Finally, at the end of this chapter, we report the results of our numerical experiments on

synthetic and real-world data that serve to illustrate our theoretical findings and offer further

insight into the properties of the algorithms studied in this work.
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Chapter 4.

Chapter 4 presents studies of the efficacy of recently developed, state-of-the-art entity resolu-
tion methods on real-life biomedical datasets. We explore various scenarios for the matching
problem, including those without outliers, those with outliers in only one dataset, and those
with outliers in both datasets. Subsequently, we conduct an extensive analysis and prepro-
cessing of the biomedical dataset pairs used in our experiments. Our results demonstrate that
modern algorithms consistently outperform the original greedy algorithm across all settings.
Moreover, we investigate previously proposed procedure that estimates the unknown number
of inliers without any supplementary information. We successfully show that algorithms utiliz-
ing this estimation technique perform almost as well as those that are provided with the actual
number of inliers as input. Figure 3 illustrates some of the results achieved in case of unknown
number of inliers, where our proposed algorithm performs as good, if not better, than classi-
cal algorithms serving as an oracle baseline, meaning they have additional information of real

number of inliers.
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Gpynt pwgdnieniuubph yhole hwdwwwwnwuuwunigjwu hwjnuwpbpnwip, npp nnpu
pbpynud Unytu wmbuwpwuh Gpynt wmwppbip Wwpubphg:

Gpp  wyjuubph  hwdwpwdniubpp 6 wwpniiwynd - outlier-ubip,  wjuhupt,
Gpp  Gpynt  hwdwwwwnwuluwing  pwgdnigniutbpp nubu unyt swht ne dh
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hbGwnwgnunb] hwdwwwwmwufuwubgdw fuunph ypdwlwgpwwu pwpnnieggniup:

Uwnbuwfununiejwu b]v] ubipdnidyb| Gu hwdwuwwwwufuwubgunn
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dnw)  hwjwuwlwunygyudp  hwdpulundd  Gu - Ghon hwdwwywwwuuwubgdwu
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gnigunpybi| U wphbGunwlwunpbu gbubpugywd U hpwlwu nyjuubph onbdwpwuubph
s

15



PE3IOME
lancTaH TurpaH BaarHoBuy

CraTucTUYecKas W BbIYUCITUTENDBHAA CNOMHOCTb I1P06neMbl

onpepeneHus OTO6Pa)KeHMﬁ Anfg conocrtaBnéHua npusHakoe

[Mpobnema noucka Haunyyllero cooTBETCTBUA MeMfAy ABYMA obnakamu TOYeK TLLaTelbHO
M3yyanacb Kak TEOPeTUYECKM, TaK U sKcrepumeHTanbHo. [lpobnema conoctaBneHua BosHUKaeT
B PasfiMYHbIX MPUNOMEHUAX, HaNpUMep, B KOMMbIOTEPHOM 3peHUU, OUOMHpOpMaTUKE U
0bpaboTke ecTeCTBEHHOO A3bIKa. B KOMMbIOTEPHOM 3PEHUM MOUCK COOTBETCTBUA MEMY [BYMA
Habopamu JoKamnbHbIX JECKPUNTOPOB, U3BNEYEHHDIX U3 ABYX U30OpameHwin ofHol U Tol e
CLEHbI, ABJIAGTCA XOPOLLUO U3BECTHBIM MPUMEPOM BbILLEYNOMAHYTOW Npobnembl.

Korpa Habopbl JaHHbIX He coflepXaT BbIOpocoB, To ecTb 0ba coBnafaroLLux Habopa UmeroT
OOMHAKOBLIN pasmep U BCe TOYKM UMEIOT COOTBETCTBYIOLLME COBMafleHWA B pyrom Habope
[aHHbIX, ONTUMaNbHOCTb NpoLeayp conocTaBeHua bbina TWaTeNbHO U3yyYeHa ¢ MUHUMAKCHOM
cTaTUCTUYecKol Toukn 3peHua Konnue u [anananom. OueBUAHO, YTO B BbILLEYMOMAHYTbIX
NPUNOKEHNAX HE BCE TOYKM MMEIOT CBOM TOYKM COBMELLLEHWA, W BPAL M MOMHO 3HaTb
3apaHee, CKONIbKO TOYEK UMEIOT COOTBETCTBYIOLLIME TOUKM COBMeLLeHWA. Llenb HacToALuen
paboTbl — COCPENOTOUYUTLCA Ha pPasfiMHHbIX pacluMpeHHblX MOCTaHOBKax 3ajauu (1. e.
cofiepialLmx BblOpoCbl) U MONY4YUTL TEOPETUHECKOE NMOHUMAHWUE CTAaTUCTUYHECKUX OF paHUYeHNi
3a/,a4M conocTaBeHUA.

B pucceptaumm 6biin BBefeHbl TaKkMe anmnpoKCMMATOpbl COMOCTAaBNEHUA, KoTopble
COBMafarT ¢ NPaBUIIbHbIM COMOCTABNEHUEM C 3a[laHHOW BEPOATHOCTBLO (BNU3KON K efuHMLE)
B Cllyyae MaKCUManbHO cnabblX orpaHUYeHWid Ha ypoBeHb LUyMa U Apyrux napametpos. Bo
BCEX PACCMOTPEHHBIX 0DOBLLEHWMAX COMOCTaBNEHUA MPU3HAKOB MpencTaBieHbl anropUTMbl,
No3BoNAloLMe ONpefenATb pasmep OoToOpaMeHWA (KONMMYECTBO TOYeK CcoMocTaBleHuA B
MPOTUBOMONIOMHOM MHOMECTBE) TONbKO Ha OCHOBE HabntofaeMblX JaHHbIX. [lpefnaraembie
Hamu anropuTMbl Cofepat 3afaqu onTUMU3aLUK, KoTopble NepeddOpMYNUPYIOTCA KaK yme

M3BECTHaA 3aja4a NoncKa camoro aeLeBoro notoka B rpacbe. [NokazaHa 3KBMBaNEHTHOCTb 3TUX
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3apgady U Bbl4YUcnuUtTenbHaA 3C|DC|D€HTVIBHOCTI3 peweHnAa. Take 6bin onpepenexH ONTUManNbHbIN
nopor cooTHoWEeHWNA CVIFHaJ'I/LIJyM, npy NpeBbILUEHUN KOTOPOro BBEOEHHbIE allfoOpUTMbl C
BbICOKOM BEPOATHOCTbIO BOCCTaHaBIMBAtOT TOYHOE 0T06pameHme.

3chepmmeHTaano nokasaHo, 41O HOBbI A I'Ipe,l],J'IOH‘(eHHbIVI ajropntm cnocober bonee
TOYHO BOCCTaHOBUTbL colnocTaBnAaroLllee 0T06pameHme, HE UMEA 3apaHee pa3mepa OTO6pa)KeHVIFI
(HOJ'IVI‘-ICCTBa CJTIULLIHUX» HpVIBHaHOB), Nno cpaBHEHUHO C KllaCCUYECKMMMU MeETOJamMun, KoTopble
annpoKCMMUpytoT 0T06pameHme TOJIbKO MpK 3HaHNN pa3mepa 3apaHee.

ToyHocTb ¥ BblYMCMTENbHAA OCYLLIECTBUMOCTb  MPEOJIOMEHHDBIX  METOAOB 6b1nn

npogeMoHCTpUpoBaHbl Ha MCKYCCTBEHHO CO30aHHbIX U pealbHbIX Ha60an OaHHbIX.



