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General Description of the Work

Relevance of the Research

The rapid adoption of solar photovoltaic (PV) technology as a key enabler of global renewable
energy strategies has created a pressing need for reliable, large-scale fault detection. Micro-cracks,
interconnect corrosion, delamination, and thermal hotspots in PV modules reduce energy output and
long-term system performance. Thermal imaging offers a non-contact means of identifying these
issues through the detection of infrared radiation, but its use presents several challenges. These in-
clude low contrast, high noise levels, and limited spatial resolution, especially in imagery captured by
embedded devices and unmanned aerial vehicles (UAVs). Conventional image processing tools devel-
oped for the visible spectrum are typically ill-suited for thermal data, resulting in poor generalization
and limited diagnostic accuracy. Manual inspection remains labor-intensive and impractical for large
PV arrays. These challenges underscore the need for efficient, thermal-specific image analysis tools
that are scalable, robust, and compatible with real-time deployment in operational environments.

The absence of objective and perceptually consistent criteria for evaluating grayscale conversions
complicates the use of thermal data in automated pipelines. Without reliable quality assessment tools,
preprocessing decisions are often based on heuristics, undermining downstream analysis. Further-
more, thermal images often suffer from inconsistent visibility and uneven contrast due to environmen-
tal factors, making adaptive enhancement a non-trivial requirement for meaningful interpretation.

In addition to image quality issues, the scarcity and imbalance of labeled thermal datasets re-
strict the performance of learning-based methods, especially in edge-case fault scenarios. Standard
augmentation strategies fail to reflect the statistical and perceptual characteristics of thermal data, lim-
iting their ability to support robust model training. Finally, many existing deep learning models are
over-parameterized for embedded applications, where memory and computation budgets are tightly
constrained, vet high classification accuracy remains critical for operational viability.

Aim of the Work and Key Objectives
The aim of the work is to develop an end-to-end image processing framework that improves
the accuracy and reliability of thermal defect detection, particularly in PV systems, while remaining
suitable for deployment on low-power and embedded platforms.
To achieve this goal, the research is structured around the following objectives:
1. Define perceptually meaningful metrics for evaluating the quality of grayscale image conver-
sion, enabling objective assessment without reliance on ground-truth references.
2. Develop techniques for thermal contrast enhancement that improve visibility of structural de-
tails and accommodate image-specific variations in quality.
3. Improve training data quality through augmentation strategies that generate representative,
high-contrast samples, with special emphasis on underrepresented fault types.
4. Design lightweight neural network architectures optimized for the classification of low-
resolution thermal images acquired in real-world conditions.
5. Integrate and validate all components of the framework on diverse thermal datasets represen-
tative of solar, industrial, and aerial inspection domains.

Research Objects / Subject of the Research
The object of this research is thermal and color image data used in imaging-based monitoring



systems across renewable energy and industrial domains. This includes visual and thermal imagery
captured from photovoltaic modules, wind turbine blades, and electrical equipment such as transform-
ers and motors, typically obtained via UAV platforms or embedded sensing devices.

The subject of the research is the study and development of image processing methods aimed at
improving the quality and interpretability of thermal and color image data for downstream tasks such
as enhancement, analysis, and classification. Emphasis is placed on the creation of efficient, scalable,
and interpretable processing pipelines that are compatible with resource-constrained environments
and capable of handling image imperfections common in real-world deployments.

Research Methods

The methodological approach integrates theoretical analysis, algorithmic modeling, and empirical
validation. It involves the study of image quality assessment, enhancement strategies, and classification
techniques tailored to thermal imaging conditions. The research utilizes both analytical and data-
driven methods to evaluate visual quality, optimize image preprocessing, and design compact machine
learning models suitable for edge deployment.

Experimental studies are conducted using image datasets from various thermal imaging scenarios,
and the proposed methods are validated using standard performance metrics such as classification
accuracy, precision, recall, specificity, and computational efficiency. The methods are assessed for
their ability to generalize across diverse operational settings and contribute to robust image-based
diagnostics.

Scientific Novelty of the Work

The scientific contributions of this dissertation include:

¢ The introduction of two novel no-reference quality metrics, TIA and WTIA, for perceptual
evaluation of grayscale conversion without access to reference images.

¢ The proposal of BIE, a thermal-specific entropy metric that integrates global and local image
properties to improve visibility and guide enhancement.

* The development of SlantNet, a lightweight convolutional neural network incorporating har-
monic slant convolutions for efficient classification on embedded devices.

¢ The formulation of image enhancement and decolorization as optimization problems, enabling
automated parameter selection using perceptual metrics and metaheuristic algorithms.

Practical Significance of the Work
This research enables the creation of scalable and energy-efficient solutions for thermal image
analysis in real-world environments. Its practical significance is reflected in the following outcomes:

¢ Real-time PV fault detection using lightweight, interpretable models compatible with UAVs
and edge devices.

¢ Quality-driven image preprocessing using robust no-reference metrics such as TIA, WTIA, and
BIE, improving contrast and structure visibility under noise and resolution constraints.

« Efficient augmentation pipelines that selectively generate high-quality synthetic training sam-
ples, reducing annotation needs and improving classifier generalization.

* An integrated image processing pipeline evaluated across Infrared Solar Modules and Thermal
Objects datasets, demonstrating robust performance in both enhancement and classification
tasks.



« Public release of the augmented PV dataset!, supporting reproducibility and adoption in aca-
demic and industrial settings.

Potential Applications
Although focused on PV systems, the proposed framework is applicable to a broad range of
thermal vision tasks, including:

¢ Pedestrian and vehicle surveillance, where improved thermal contrast aids night-time and low-
light detection.

¢ Industrial equipment monitoring, including motors and transformers, where early thermal
anomaly detection supports predictive maintenance.

¢ Medical thermography, where contrast-sensitive preprocessing improves abnormality detection
in diagnostic screening.

¢ Wind turbine blade inspection using UAV-mounted sensors, enabling early fault detection with
minimal human intervention.

Publications

The results of the dissertation have been published in 4 scientific articles, 3 of which are indexed
in international databases such as Web of Science and Scopus. The full list of publications is provided
at the end of the abstract.

Scope and Structure of the Dissertation
The dissertation comprises 126 pages and includes an introduction, four main chapters, a conclu-
sion, and a reference section with 134 bibliographic entries.

Content of the Dissertation
Introduction is the first chapter of the dissertation and presents the motivation, research context,
problem formulation, and overall structure of the work.

In Chapter 2, the proposed threshold-independent quality assessment framework for image de-
colorization is presented. The chapter introduces novel evaluation metrics designed to address the
limitations of existing methods, particularly their reliance on user-defined thresholds and lack of align-
ment with human perception.

Section 2.1 introduces the problem of image decolorization, highlighting the importance of pre-
serving color contrast and structural content during grayscale conversion. It motivates the need for
robust no-reference quality metrics, especially in applications where no ground-truth grayscale ref-
erence is available. The challenge lies in designing evaluation methods that account for perceptual
contrast loss and structural degradation, without depending on subjective human feedback.

Section 2.2 provides an in-depth review of related work. Traditional grayscale conversion tech-
niques apply fixed linear combinations of RGB values, such as:

g:aR+bG+CB, (1)

where a, b, and c are fixed weights, e.g., in the Luminosity method g = 0.21R + 0.72G 4 0.07B.
While computationally efficient, these approaches often fail to preserve chromatic contrast and per-

'https://github.com/HrachA/augnented-infrared-solar-modules-set/tree/main
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Source Lightness Average Luminosity Y channel  Desired quality

Figure 1. Comparison of linear grayscale conversion methods. Decolorized images can lose the
contrast and become hardly visible.

ceptual salience (see Fig. 1).

More sophisticated methods include chrominance-aware techniques and energy minimization ap-
proaches. which attempt to retain color edges or adapt the grayscale output based on visual models.
Neural network-based methods also emerged, using saliency cues and deep representations to improve
decolorization.

As for evaluation, existing no-reference metrics include the Color Contrast Preserving Ratio
(CCPR) and Color Content Fidelity Ratio (CCFR). Combined, they form the E-score metric. These
metrics depend heavily on a user-defined threshold r. leading to inconsistent evaluations across differ-
ent methods and datasets. Additionally, they fail to account for spatial saliency and do not generalize
well across varying image content (Table 1).

Section 2.3 presents the proposed quality metrics: Threshold-Independent Area (HA) and its
weighted variant (WHA). HA addresses the instability of r-dependent metrics by analyzing the E-
score curve across multiple thresholds (t = 2,... , 10) and computing the area under a fitted regres-

sion line:

/2 P
HA max ar

2
where a and /3 are the slope and intercept of the liney = a + /3x approximating the E-score curve.
To better align with perceptual importance. WTIA incorporates visual attention using weighted

E-score components:

2 *WCCPR *WCCFR
-scoreu wccpR + WCCFR = -1

where weights wx . wy are derived from saliency maps:

WCCPR = € »mlffz ~ 9y\ >t (4)
J2wxwy\(x,y) e Q

J2wxWy\(x,y) e e>5x,y < T

WCCFR 1
1Zwxwy\{x,y) e ©

®)

where Sxzy is the CIE LAB color difference. gx is the value of the x pixel after decolorization. O is
the set of pixel pairs with Sx,y > r. © is the set of pixel pairs with \gx —gy\ > r. This modification
ensures that regions more important to human perception are emphasized, enhancing metric reliabil-
ity. When all pixel weights are set to 1. the method behaves identically to the traditional unweighted



Figure 2: Workflow for proposed quality metrics: An overview of the sequential steps and stages
involved in calculating the TIA and WTIA quality metrics

formulation, ensuring consistency and backward compatibility. By assigning continuous pixel-wise
weights ranging from 0 to 1, the metric supports more nuanced assessments where perceptually sig-
nificant details carry greater influence. The full pipeline is illustrated in Fig. 2.

This section also describes simulation studies validating the effectiveness of TTAand WTIA. Using
Cadik and COLOR250 datasets, correlation with human ratings was assessed using the Kendall rank

coefficient R\ . . .
R = #{concordant pair} —#{disconcordant pair}

fn(n - 1) )
TIA and WTIA showed significantly higher R values than E-score and its components, validating their
perceptual alignment. As we can see in Table 1, the proposed metrics achieve the highest correlation
with both accuracy and preference scores, confirming their superiority in reflecting human judgment.
Furthermore, a genetic algorithm was applied to solve:

21ba>c<F(a,6,c), (7

where F is TIA or WTIA, and a, b, c are grayscale weights. This optimization yielded content-
adaptive grayscale conversions that outperformed traditional fixed-weight approaches. The genetic
algorithm is a population-based optimization method inspired by the process of natural selection.
It begins with a randomly initialized population of candidate grayscale weight triplets (a, 6,c¢) and
iteratively evolves them to maximize the TIA or WTIA score. Each candidate’s fitness is evaluated
by converting the image using its weights and measuring the resulting quality. The algorithm applies
crossover and mutation to generate new candidates and selects the most promising ones for the next
generation. The best-performing parameters are returned after a fixed number of iterations. The full
procedure is described in Algorithm 1

Section 2.4 presents the quantitative and visual evaluation of the proposed WTIA-based decol-
orization approach, benchmarking it against both classical and state-of-the-art methods using two stan-
dard datasets. The analysis highlights the limitations of traditional grayscale conversions when faced
with perceptually challenging images, while demonstrating the robustness of the proposed metric-
guided optimization. Figure 3 provides a visual comparison, showcasing how our method consistently
preserves perceptual contrast better than other techniques.

Section 2.5 concludes the chapter by summarizing the key contributions. TIA and WTIA pro-



Table 1: Average Kendall correlation rank between metrics and user scores on Cadik’s dataset (C)
and the subset of it (C’)

Metric Accuracy Preference

C C C C
CCPR.—s 02341 02971 0.2222 0.2698
CCPR.—s 02341 02925 0.2222 02562
CCPR.—¢ 02222 0.2834 02183 0.2472
CCFR.—4 02430 02210 0.2953 0.2763
CCFR.—5s 0.1950 02025 0.2626 0.2479
CCFR.—¢ 0.2586 0.2616 0.3180 0.2977
E-score,—3 04167 04376 0.4603 0.4558
E-score,—4s 0.4405 04603 04762 04785
E-score,—5 0.4365 04512 04563 0.4603
E-score,—g  0.4206 04376 0.4484 0.4467
E-score,—r 04206 04376 0.4563 0.4558
TIS 0.1905 0.2517 0.2024 0.2245
TIA 0.4563 04785 0.4841 0.4875
WTIA 04802 0.5011 0.4921 0.5011

Algorithm 1 Optimal decolorization using Genetic Algorithm
Inputs: 7, = source image, [,, = weights image
Imitialization: population = n, maximum number of iterations = N, ¢ =0
Function objective(a, b, ¢)
1, = ConvertToGray(a, b, c)
WTIA = CalculateWTIA(1,, I, I.,)
return WTIA
EndFunction
Generate the initial number of n chromosomes
Compute the fitness of each chromosome using the objective function
while ¢ < N do
Select a pair of chromosomes based on fitness
Apply crossover on selected pair
Apply mutation operation
Replace old population with newly generated one
t+—t+1
end while
Return parameters with the best fitness
Output: a, b, c parameters

vide robust, threshold-free, and perceptually aligned evaluation tools for grayscale conversion. Their
integration into optimization frameworks enables high-quality, adaptive decolorization across diverse
applications, overcoming limitations of prior methods and advancing the field of image quality assess-



Source image Luminosity Average Decolor Our

Figure 3: Results of different paiametric decolorization methods. Our method preserves the small
details and contrast.

ment.

In Chapter 3. the focus shifts to thermal imaging, where a novel entropy-based no-reference
Image Quality Assessment (IQA) metric is proposed, aimed at addiessing the limitations of existing
enhancement and uncertainty quantification methods in infrared images. This chapter introduces
Block-wise Image Entropy (BIE), a hybrid mehie that combines local structural analysis with global
contrast cues to evaluate and optimize the quality of thermal images under challenging conditions.

Section 3.1 introduces the role of thermal imaging across fields such as medicine, building diag-
nostics. and industrial maintenance, emphasizing the difficulty of processing noisy and low-contrast
infrared images. It discusses how uncertainties, stemming from sensor noise, environmental influ-
ences. and the complex physics of heat transfer, lead to image artifacts and analysis errors. Despite
the broad application of thermal imaging, traditional tools for uncertainty quantification remain un-
derdeveloped. Quality metrics, particularly entropy-based approaches, are central to image evaluation
and enhancement. However, conventional formulations fall short in thermal contexts. These limita-
tions motivate the need for a new formulation that can more reliably assess the informational content
of thermal images.

Section 3.2 reviews existing entropy-based and block-wise metrics. Shannon entropy.

v
E(l) =-"£,P(t)log3P(i), (8)
i=1

measures the global uncertainty of pixel intensity distribution of the | image, where P(i) is the
probability of the ?-th intensity level, and N is the number of possible intensity levels. Renyi entropy.

RM) — i0og2 " P (*r". 9)

generalizes this with a parameter a that adjusts sensitivity to pixel probability concentrations. Yet
both fail to capture spatial structure and are prone to noise. Block-based metrics like EME and AME



offer localized evaluations:

1 — Ik
EMEB(I) = — max
(=23 (20m 22 ), (10)
k=1 min
AME(I) = %ZaM(Ik)alnM(Ik), M(I*) = % (11)
h—1 max min

where 7 is the number of blocks, %, and I¥,, are maximum and minimum intensities in block k,
o = 1 is a parameter, and ¢ is a small constant to prevent division by zero. These metrics are often
misled by noise, overstating quality in degraded images.

Section 3.3 introduces the Block-wise Image Entropy (BIE) metric, which integrates global con-
trast, block-wise entropy, and structural consistency. It is defined as:

i S (oM (1) I MI(IY)) SD(I)
1+%ZZ:1 E(Ik) 1+%ZZ:1 SD(Ik)’

BIE(I)= ADP(I) x (12)
where M’ (I*) is the normalized modulation of block I*, F(Iy,) is its Shannon entropy, and S D(I)
is standard deviation. The term A D P(I) captures average deviation percentage:

_ 1AL - L/2]

rerk 7Imax_Imi

ADP(I)=1 — 7 (13)
where A(T) is the image mean and L the dynamic range (typically 255). BIE penalizes uniform and
noisy images while rewarding balanced contrast with perceptually meaningful variation.

Table 2 presents a thermal image alongside two distorted versions with identical histograms, along
with their corresponding entropy-based metric values. While global metrics such as E, Ry, and SD
remain unchanged across all versions, the block-based BIE metric successfully detects the structural
distortions. In contrast, EME and AME tend to increase in noisy cases, indicating their higher sensi-
tivity to noise and reduced robustness in distinguishing perceptual quality.

Section 3.4 evaluates the BIE metric across several thermal datasets. Computer simulation results
show that BIE yields consistent rankings for enhancement methods and correlates better with visual
quality than AME or Shannon entropy. The section also introduces optimization frameworks using

Genetic Algorithms (GA) and the Bat Algorithm (BA), with BIE as the objective function:

max  BIE(F(Is,p1,...,0n)), (14)
P1,P2,-Pn

where F' denotes the image enhancement function applied to the source image /s, and p1, ..., pn
are the tunable parameters of the enhancement method. The goal is to find the parameter set that
maximizes the Block-wise Image Entropy (BIE), yielding optimal visual quality. For example, Fig-
ure 4 shows the optimization of the Contrast Limited Adaptive Histogram Equalization (CLAHE)
algorithm, which enhances image contrast by applying localized histogram equalization while limit-
ing noise amplification. The parameters tuned include clip limit (CL) in the range [1, 60] and grid
size (GS) in [4, 40]. In the first case, both default settings and Shannon entropy—based optimization
result in over-enhanced, noisy images. In contrast, BIE selects optimal parameters (CL = 6, GS = 4),

10



E 7.202 7.202 7.202

R2 4.868 4.868 4.868
SD 39.89 39.89 39.89
EME* 9.892 18.12 28.63
AME* 0.289 0.345 0.315
BIE* 0.114 0.045 0.027

Table 2: Visual and quantitative comparison of a thermal image and its distorted versions. The his-
togram (leftmost column) is identical across all images, but entropy-based quality metrics distinguish
the visual integrity. All block-based measures are calculated using block_size = 15.

producing visually superior results.
Finally, the chapter introduces a BIE-weighted image fusion model, which serves as an effective
application of the thermal image quality measure:

i SR (1)
2/ =1 ™™
where li are enhanced images and mi their BIE scores. Figure 5 illustrates the results of this fusion
process, showing the BIE scores for each input and the resulting fused image.

Section 3.5 concludes the chapter by summarizing the key findings: the BIE metric addresses
limitations in traditional entropy and block-wise measures, offering a perceptually consistent and
noise-robust quality criterion for thermal images. Its integration into parameter tuning and image
fusion pipelines demonstrates utility across multiple image enhancement frameworks and datasets.
BIE is shown to facilitate reliable thermal image assessment and optimization, advancing uncertainty
quantification and visual clarity in critical infrared imaging tasks.

In Chapter 4, a novel thermal-specific augmentation strategy is introduced to address data
scarcity challenges in fault classification tasks, particularly for photovoltaic (PV) modules. The chapter
begins by discussing the limitations of conventional augmentation techniques when applied to ther-
mal data, highlighting how unique infrared characteristics demand tailored strategies. It then presents
the use of BIE. a no-reference thermal image quality metric, as the foundation for a metric-driven
augmentation pipeline.

Section 4.1 provides background on thermal image classification and outlines the motivation for
quality metric-based augmentation. It details the shortcomings of traditional augmentation methods,
such as flips, brightness adjustments, and histogram equalization, when applied to thermal imagery,
and reviews recent works that incorporate deep networks or GANSs for thermal data expansion.

Section 4.2 introduces the proposed method in detail. It begins by defining the BIE metric, which
incorporates both global and local image characteristics, making it well-suited for evaluating thermal

1



Source Enhanced (Default) Optimized with Optimized with B1E

CL/GS 60/8 53/7 6/4

CL/IGS 60/8 48/4 2414

Figure 4: Results of the optimization of CLAHE algorithm (clip limit (CL) and grid size (GS) pa-
rameters) using E and BIE metrics.

image quality without the need for a reference image. This section explains how each thermal image
is enhanced using parametric contrast stretching, with stretching limits optimized to maximize the
BIE score. For each original image, the enhancement parameters that yield the top two BIE values
are used to create two new augmented samples. These enhanced images, along with the original,
are then used to expand the dataset. The process ensures that augmented samples are not arbitrary
but are perceptually and structurally meaningful according to the thermal quality metric. Figure 6
illustrates this process by showing examples of an original image, its best BIE-enhanced version, and
the second-best result. The section highlights how this augmentation technique generates thermally
diverse, high-quality training data that improves downstream model performance while preserving
essential fault-related features in PV modules.

12



Source HS HE IAGCWD Fused

0.0845 0.0845 0.1175 0.1292 0.1238
0.0504 0.0327 0.2826 0.1650 0.2412
0.1152 0.1531 0.1714 0.1555 0.1688

Figure 5: Metric-based fusion of image enhancement algorithms. The BIE metric values of each
image are shown below the corresponding image. The enhancement methods include HS (Histogram
Stretching), HE (Histogram Equalization), and IAGCWD (Improved Adaptive Gamma Correction
with Weighted Distribution).

Section 4.3 presents the experimental setup, including datasets, training configurations, and the
neural network architectures employed for evaluation, ranging from AlexNet to Swin Transformer. It
compares performance metrics across several augmentation schemes, such as geometric, brightness-
based. and BIE-based strategies, reporting improvements in accuracy, precision, recall, and speci-
ficity. The section notes particularly strong gains on lightweight networks like MobileNetV3, where
contrast-aware augmentation significantly boosts generalization.

Section 4.4 concludes the chapter by reaffirming the practicality and effectiveness of the pro-
posed technique. It outlines future directions, including the development of thermal-specific deep
architectures and the refinement of augmentation policies for broader thermal imaging applications.

In Chapter 5. a lightweight neural network architecture called SlantNet is proposed for efficient
and accurate classification of faults in thermal images of photovoltaic (PV) systems. The chapter
introduces the need for computationally efficient models in large-scale solar installations and presents
SlantNet as a solution combining Slant Convolutional layers with thermal-specific data augmentation
to enable real-time inference and robust fault identification.

Section 5.1 introduces the motivation and challenges associated with PV system fault detection
using thermal imagery. It highlights the limitations of manual inspection and traditional electrical
testing, emphasizing the need for automated, scalable approaches. The section also outlines the op-
portunity to enhance classification models with directional and spectral feature sensitivity.

Section 5.2 provides technical background on image transforms, particularly the Slant Trans-
form (SLT), and its relevance to thermal imaging. It explains how SLT is well-suited for encoding

13



Figure 6: Example of BIE-based contrast enhancement on thermal images of defective PV modules.

linear brightness gradients and piecewise structures, making it ideal for capturing fault-relevant pat-
terns in low-resolution thermal data. The section reviews related work on harmonic convolutions and
lightweight CNN models.

Section 5.3 presents the proposed method in depth. It introduces Slant Convolution (SC) as a
replacement for traditional learnable filters. These SC layers use fixed SLT basis functions, enhanced
by trainable weights (a, 7) that modulate the frequency response using a logarithmic transformation.
The section describes how the SC layer improves interpretability and efficiency by leveraging struc-
tured directional features. The architecture of SlantNet is then detailed, comprising two SC blocks
followed by max-pooling, fully connected layers, and dropout regularization. Input images are pro-
cessed at a resolution of 40 x 40. making the network suitable for mobile and embedded devices.
Furthermore, the augmentation pipeline includes geometric flips, contrast enhancement based on the
BIE metric, and optimal decolorization guided by the HA metric, targeting class imbalance and ther-
mal feature preservation. This combination yields a highly optimized training set with improved visual
discriminability of rare fault types.

Figure 7 compares standard and Slant Convolution pipelines. While standard convolution learns
spatial filters directly from data. Slant Convolution first projects the input onto a fixed harmonic ba-
sis and then modulates it using trainable logarithmic parameters. This structured process enhances
the extraction of directional and frequency-dependent features. Figure 8 illustrates the overall struc-
ture of the network, comprising two convolutional blocks, max-pooling layers, and a fully connected
classifier.

14



Figure 7: Comparison of Standard Convolution and Slant Convolution. Standard convolution learns
arbitrary filters directly from data, while Slant Convolution first decomposes the input using a fixed
harmonic basis and then applies trainable logarithmic enhancement to generate effective filters that
better capture directional intensity variations.

Input Image Relu MaxPool
SC -> BN *- Relu MaxPool
Dropout Linear Relu Dropout

Linear Relu Linear OI_L:bpeult

Figure 8: Overall architecture of the proposed SlantNet model incorporating the Slant Convolution
(SC) layers.

Section 5.4 reports experimental results and comparisons. The section benchmarks SlantNet
against AlexNet, ResNet50, MobileNetV3, EfficientNet, ShuffleNet V2. and Swin Transformer on bi-
nary and 12-class PV fault classification tasks. Evaluation metrics include accuracy (Acc). precision
(Pr), recall (Rec), and specificity (Sp). SlantNet achieves the highest binary classification accuracy
(95.1%) and competitive multiclass accuracy (82.75%), outperforming all evaluated models in clas-
sification performance. Full metric results are presented in Tables 3 and 4. In terms of efficiency,
SlantNet demonstrates exceptional performance across all metrics. As shown in Table 5. it achieves
the lowest FLOPs (3.55 MMac), a compact model size (12.82 MB), and a competitive parameter
count (3.36 million), while significantly outperforming all other models in terms of throughput, ap-
proximately 55.000 images per second. This makes SlantNet highly suitable for real-time deployment
on resource-constrained platforms such as UAVs, embedded systems, and edge devices.

Section 5.5 concludes the chapter by summarizing the contributions of SlantNet in advancing
thermal image classification. It reiterates the benefits of integrating spectral transforms with deep
learning and highlights the success of metric-based augmentation. Future directions include deploy-
ment in drone or loT systems using TinyML, adaptation to other domains such as wind turbines and
medical imaging, and exploration of other fast orthogonal transforms for further efficiency gains.



Table 3: Classification Performance on the Validation and Test Sets for binary classification

Model Test Validation

Acc Pr Rec Sp Acc Pr Rec Sp
AlexNet 9245 9321 9163 9327 | 9280 9431 91.11 9449
ResNet50 9265 9298 9233 9297 | 9205 9218 9191 9219

SqueezeNet 89.60 9225 8655 9267 | 8875 9208 84.82 92.69
ShuffleNetV2 | 9295 93.02 9293 9297 | 9220 93.07 9121 93.19
MobileNetV3 | 93.30 93.07 93.63 9297 | 9295 9326 9261 93.29
EfficientNet 9350 9487 9203 9498 | 9405 9537 9261 9550

ViT 88.05 89.80 8596 90.16 | 8840 9069 8561 91.19
Swin 9135 9227 9034 9237 | 91.75 9336 8991 9359
Proposed 9510 9548 9472 9548 | 9435 9540 9321 9550

Table 4: Classification Performance on the Validation and Test Sets for 12-class classification

Model Test Validation

Acc Pr Rec Sp Acc Pr Rec Sp
AlexNet 7750 6141 5850 9761 | 7795 6540 60.16 97.59
ResNet50 7875 6645 6256 9768 | 7835 6732 6094 97.62

SqueezeNet 7670 6246 5741 9746 | 77.85 6720 59.16 9749
ShuffleNetV2 | 79.30 6643 6259 97.78 | 80.65 7232 6400 97.82
MobileNetV3 | 82.10 68.11 6792 98.11 | 81.60 7132 6493 98.05
EfficientNet 8220 6937 71.05 9819 | 8255 7235 6951 98.18

ViT 7470 60.60 54776 97.17 | 7565 6526 5757 97.16
Swin 8045 6593 6319 9798 | 8155 7161 6677 98.02
Proposed 8275 6952 6683 98.15 | 8430 74.06 6667 98.28

Table 5: Comparison of model efficiency metrics, including number of parameters (P), floating-point
operations (FLLOPs), model size in megabytes (M), and throughput (T).

Model P(M) FLOPs(MMac) M(MB) T (img/s)
AlexNet 57.01 714.97 217.48 18976
ResNet50 23.51 4130.00 89.68 1591
SqueezeNet 0.7 298.14 2.76 9069
ShuffleNet 1.26 151.36 481 7232
MobileNetV3 2.54 60.91 9.69 7759
EfficientNet 4.01 408.92 15.30 3281
ViT 85.80 17610 327.30 535
Swin Transformer  27.58 3120 105.21 828
SlantNet 3.36 3.55 12.82 55431

Chapter 6 concludes the dissertation by synthesizing the key innovations developed across four in-
terrelated studies into a unified thermal image analysis framework tailored for PV fault detection. Itre-
flects on how the proposed no-reference quality metrics, entropy-based enhancement, quality-guided
augmentation, and the SlantNet architecture collectively address the challenges of low-resolution,
noisy, and imbalanced thermal datasets. These contributions advance both the theoretical founda-
tions and practical implementations of thermal imaging in renewable energy diagnostics. The chapter
also outlines the broader impact of this work, demonstrating its scalability, generalizability, and appli-
cability to edge deployment and multi-modal infrastructure monitoring, while highlighting promising
future directions in autonomous inspection, cross-modal learning, and scalable Al systems for thermal
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Figure 9: Overview of the proposed pipeline integrating quality assessment, contrast enhancement,
data augmentation, and lightweight classification.

diagnostics.

Figure 9 illustrates the end-to-end workflow proposed in this dissertation. The process begins with
an infrared image, which may be processed in two branches: one for quality enhancement and one
for visualization. In the first branch, the raw thermal image undergoes entropy-based enhancement
guided by the Block-wise Image Entropy (BIE) metric to improve contrast and suppress noise. In the
second branch, the thermal image is colored using heatmaps and then converted to grayscale using the
optimal TIA-based decolorization method. Both enhanced and decolorized images feed into a metric-
guided augmentation module that selectively generates high-quality training samples, addressing class
imbalance and improving generalization. These augmented datasets are then used to train the SlantNet
classifier, a lightweight neural network designed for low-resolution thermal input. During inference,
the trained SlantNet model receives either an IR or grayscale image and predicts the corresponding
fault type. This pipeline enables robust, interpretable, and real-time fault classification, suitable for
deployment on embedded systems and UAV platforms.

Main Results of the Research

This dissertation introduces a unified framework for thermal image analysis and classification,
with a particular focus on solar photovoltaic (PV) fault classification. The research is grounded in five
key contributions:

« Proposed two no-reference image quality metrics, TIA and WTIA, which assess perceptual
fidelity in color-to-grayscale conversion. These metrics are robust, monotonic, and threshold-
independent, outperforming classical methods like CCPR and E-score [1J.

 Developed a novel entropy-based quality metric (BIE) tailored for thermal images. This metric
combines block-wise entropy, standard deviation, and average deviation percentage to guide
contrast enhancement and quantify uncertainty in noisy, low-resolution thermal imagery [21.

« Introduced an optimization framework for image processing based on nature-inspired meta-
heuristic algorithms, including the Genetic Algorithm and the Bat Algorithm. These were
demonstrated in the context of optimal decolorization and thermal image enhancement, using
the proposed quality metrics as objective functions.
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* Proposed a quality-aware augmentation pipeline that selects contrast-enhanced samples based
on BIE and TIA/WTIA scores. This technique generates diagnostically meaningful synthetic
data and significantly boosts classification performance under class imbalance [3].

* Designed SlantNet, a lightweight convolutional neural network architecture that incorporates
novel Slant Convolution (SC) layers. These layers enable efficient directional feature extrac-
tion, achieving state-of-the-art accuracy and throughput for PV fault classification at reduced
computational cost [4].

These contributions constitute a coherent and scalable pipeline for robust, interpretable, and com-
putationally efficient thermal image analysis. The publicly released augmented dataset enhances re-
producibility and supports broader research efforts. The proposed methods are applicable not only
to PV monitoring but also to a wide range of real-time fault detection tasks, including wind turbine
inspection, transformer diagnostics, and industrial visual monitoring. Future directions include inte-
gration into drone-based multimodal inspection systems, exploration of label-efficient training through
self-supervised and federated learning approaches, and the development of an open-source toolkit to
facilitate practical adoption.
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ONITUMM3AIAA MET0O/I0B OBPABOTKH W30BPAKEHUN U UX
INPUMEHEHUA

3akaodenne

MacimrabGHoe BHeIpeHHe COTHeUHBIX (oToaekTprieckux (P) chcTeM YCHIIIIO OTPeOHOCT
B aBTOMATHYECKHX M HEJOPOTWX MeTOJaX HHCIeKIUM Jisl BEISABJISHHS AedeKToB, TaKHMX Kak
MUKPOTPEIHHEL, KOPPO3US COCJUHCHUH W TepMHYeCKHe AHOMAIMH, CHHKAIOIIHE BBIPaOOTKY
sHeprud. MudpakpacHas TepMorpadus MO3BOJIIET BBUSIB/STE TaKHe HEHCIPABHOCTH, OJHAKO
ed NpUMeHeHHe OCJIOXKHsIeTCs HE3KMM KOHTPACTOM, OTpaHHYeHHEIM paspellleHHeM H BBICOKOH
YyBCTBUTEIHHOCTEIO K IIyMY.

CraHpapTHBe MeTOIbl 00pabOTKH H300paxeHnH, pa3paboTaHHBIC Ui BHAHUMOTO CIEKTpa,
IUTOXO CHPABJISIIOTCS ¢ aHAJIM30M TeIUIOBU3HOHHBIX JaHHBIX. Kpome Toro, HamomgaeTcss HeXBaTKa
pa3MeYeHHBIX TEIUIOBU3MOHHBIX JAHHBIX, CHJIbHAS JUCOAIAHCHPOBKA KJIACCOB M CIOXHOCTD
MPAMeHeHHs] CYIeCTBYONHX MoeseH B yCIOBHAX OrpaHHYeHHBIX BEUUCIUTEEHEIX PECYPCoB. DTH
OrpaHHYeHUs TPeOYIOT CO3TAHHUS CHEIUATH3UPOBAHHBIX MOJX0NOB K 00paboTke MH(pPAKpacHBIX
H300paXeHHH, aJalITHPOBAHHBIX sl OSCIIMIOTHUKOB U BCTPOSHHBIX CHCTEM.

OcHoBHASI eJEL PadOTE M 32291

Ienpio sABISIETCS CO3MAHHE JIETKOBECHOTO M 3aBePINEHHOrO KOHBeliepa IJIST TOYHOrO
OOHAPYKEHUs TEIUIOBHIX Te(eKTOB, ONTUMHU3HPOBAHHOTO s OOCIEIOBAHMNS COTHEUHBIX TTaHeeH
Y IPUTOHOTO TSI pA3MEIIEHHUS HA MATOMOIIHEIX YCTPOUCTBAX.

Kiouebie 3amauy BKIIOYAIOT: pa3paboTKy OGe3dTAOHHBIX METPUK KAdecTBa;, CO3MaHHe
METO/Ia KOHTPACTHOTO YIYYITIEHHS] HA OCHOBE SHTPOIUM; TeHEpAIWi0 CHHTETHYECKHX JAHHBIX
IUIsT OATTAHCHPOBKY PEIKUX KJIACCOB; TPOEKTHpoBaHre 3 heKTUBHON MOJIENH; UHTErPAIIHIO0 BCeX
KOMITOHEHTOB B €IHHBIA OTKPBITHIA TIPOTPAMMHBIA KOMIUTEKC, TPOTECTUPOBAHHBIA HA PA3TAYHBIX
TETUTOBH3HOHHBIX HA00OpAaxX JAHHBIX.

IIpakTHyeckasi 3 HAYMMOCTE NOJIy9eHHBLIX Pe3YJbTaToB

MpennoxeHHple B paboTe WHCTPYMEHTH 00ecredrBaloT 3¢GQeKTUBHYI0 U JOCTYIHYIO
TeIUIOBH3HOHHYIO HHCHIEKIIMIO B pealbHOM BpeMeHW, aJalTHPOBAHHYIO IS HCHONB30BAHMUS
Ha JIPOHAX, BCTPOCHHBIX YCTPOWCTBAX W MOTPAHMYHBIX CHcTeMax. VIHTerparius 0e3sTaloHHBIX
MeTpHK KadecTBa, aJalTHBHOIO yIydlleHWd M JErkofl Momenn SlantNet mo3BoisieT cOKpaTHTh
BpeMsl TIPOBepKH M IHPOCTOH 00OpPYIOBaHHMS, NOBHITAS 9(h(hEeKTHBHOCTh (DOTOSIEKTPUUECKIX
maHenell. PaspaGoTaHHBle METOIBI TaKkKe MPHUMEHUMBI B BHNEOHAONIONCHNH, MPOMBITUICHHON
JIMarHOCTHKE W CHCTeMax Oe30racHOCTH. Kpome Toro, pacimupeHHBIE HAa0Op CHHTETHYECKHX
JAHHBIX pasMeléH B OTKpeToM gocrynme Ha GitHub g obecriedeHHs BOCIIPOM3BOJUMOCTH U
HOJIIePKKH HOBBIX HCCIIeOBAHUL.

O01EM H cTPYKTYpa patoThl
Jucceprariys cofepKur 126 CTpaHuI] U BKIIOYAET BBeJeHHe, YeThpe IJIaBH U 3aKkiovenre. B
pabote npuBeieHsl 134 GuOanorpadMueckuX HCTOYHHKA.
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OCHOBHbIe pe3ynbTaTbl paboTbl
+ PaspaboTka fAByx 06e33Ta/loHHbIX METPUK KauecTBa M3006paxeHnidi — TIA n WTIA,
npeAHasHaYeHHbIX NS OLEHKN COXPaHEHUs XPOMaTUUYeCKUX U CTPYKTYPHbIX MPU3HAKOB NpK
npeobpa3oBaHUM LBETHbIX WM306PaXEHWA B OTTEHKWM Ceporo. MeTpuku AeMOHCTPUPYIOT
YCTOWYMBOCTb K MOPOraM, MOHOTOHHOCTb W MPEBOCXOAAT Kaccuyeckue noaxopbl [1].
 MpegnoxkeHa HOBas SHTPOMMUIAHAA MeTpuKa A1S TENNOBU3NOHHBLIX W300PaXKEHUA —
BIE, yuuTbiBatOlwas 6M0YHYI0 3HTPONWIO, CTaHAApTHOE OTK/IOHEHWe U MOKasaTesb
cpegHein geuaumn. OHa mpefHasHaueHa A1 OLEHKM KayecTBa, YCWUIEHMS KOHTpacTa W
KOMMYECTBEHHOM OLLEHKM HEONpeaeneHHOCTN B YCNOBUAX LUYMa U HU3KOrO paspeLueHuns [2].
» PaspaboTaHa cxemMa ONTUMMU3AUMKM METOAOB 06pabOTKM M306paXKeHMiA Ha OCHOBe
MEeTa3BPUCTUYECKMX aNrOpUTMOB, TakMX Kak reHetuyeckuini anroputm (GA) u anroputm
NneTyunx wmblweli (BA). TpeanoXxeHHble METPUKM WCMOMb3YHOTCA B KauyecTBe LieNneBblX
(hyHKUMIA ANA 3324 4eKON0pM3aLMmn N ynyYLleHNs Ka4ecTBa TEeNN0BU3NOHHbBIX N306PaXKEHNA.
« lpefcTaBneH MeTOA reHepaLny CMHTETUYECKMX [aHHbIX, OCHOBaHHbIA Ha OLEHKe KayecTBa
1306paxeHnii.  OH NO3BONMsSET OTOMpaTb KOHTPACTHO-YCWMIEHHbIE W AWArHOCTUYECKM
3HauMMble 06pa3Lbl, YTO 3HAUYMTENBHO Y/YYLIAeT TOYUHOCTb Knaccuukaumm npyu Haamumm
AmcbanaHca KnaccoB. Takxe ony6/IMKOBaH PacLUMpeHHbI TepManbHbIin gataceT [3].
PaspaboTaHa HeipoceTeBas apxutekTypa SlantNet — nérkas w addekTnBHas Mogenb
Ha OCHOBe HakKOHHbIX CBEPTOK (Slant Convolution), obecneumBatowas HanpaBieHHOe
13B/MEYEHNE MPU3HAKOB, BbICOKYIO TOYHOCTb WM MPOM3BOAMTENIBHOCTH MPYM MUHUMAbHbBIX
BbIUMC/INTENbHBIX 3aTpaTax [4].
3TK pesynbTaTbl HOPMUPYIOT MacLITabMPYyeMyO U MHTEPNPETPYEMYHO CUCTEMY AN1S aHanusa
TENNOBU3NOHHBIX N306paXKEHNIA B pealbHOM BPEMEHM.
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